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Abstract. In this paper, our objective is to facilitate the way in which
emotion is conveyed through avatars in virtual environments. The es-
tablished way of achieving this includes the end-user having to manually
select his/her emotional state through a text base interface (using emoti-
cons and/or keywords) and applying these pre-defined emotional states
on avatars. In contrast to this rather trivial solution, we envisage a sys-
tem that enables automatic extraction of emotion-related metadata from
a video stream, most often originating from a webcam. Contrary to the
seemingly trivial solution of sending entire video streams — which is an
optimal solution but often prohibitive in terms of bandwidth usage —
this metadata extraction process enables the system to be deployed in
large-scale environments, as the bandwidth required for the communica-
tion channel is severely limited.

Keywords: facial animation, emotions, avatars, MPEG-4, networked virtual
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1 Introduction

Motivation. Conveying an emotional state between users in a virtual envi-
ronment is an essential component in achieving total immersion in a three-
dimensional world. The currently existing systems provide unsatisfactory results,
as they require quite a bit of user intervention in order to keep the avatar’s state
in sync with the actual emotional state of the user. While this manual process
suffices for a coarse impression of the emotional state of the correspondent, real-
ity is that emotional state changes rapidly and in a non-discrete fashion. To keep
up with the pace in which the parameters change over the course of a conversa-
tion, an automatic metadata extraction and visualisation system for emotional
data is clearly required.
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Contribution. The main contribution of this work is to extract the emotion-
related metadata from real-time video streams — most often captured through
a webcam pointed towards the user’s face — and applying these onto a stylised
representation of an avatar. To realise the goals stated in the motivation, we
developed a hybrid approach combining benefits of facial animation and user-
controlled 2D modelling and animation techniques. Facial animation is employed
to extract the movement and timing of the user’s facial components, lessening
the need for high-bandwidth channels typically required by video-enabled appli-
cations. In the visualisation phase, we opt for a structured 2D methodology as
the face to which the captured facial movements are applied can be either drawn
by hand or based on real footage. Another contribution to the research already
carried out is the integration of these types of information in (large-scale) 3D
environments.

Approach. Technically, the challenge is to extract precisely the right part of in-
formation from a sequence of input frames required for conveying the emotional
information. Whilst just transmitting the entire sequence of video frames would
be an intuitive way of solving the problem, this is often prohibitive in terms of
bandwidth consumption, especially when dealing with 3D environments contain-
ing large numbers of users. Therefore, the emotional data is extracted using face
and feature extraction algorithms, and only the required parameters (in the form
of a set of MPEG-4 feature coordinates) are transmitted over the network. At
the receiving side, the parameters are used to animate the avatar representing
the originating side.

Paper Organisation. This paper is organised as follows. We start with an
overview of related work in the field including realistic approaches, techniques
adhering to 2D, approaches which explicitly exploit 3D geometries and some
pointers to related work in the field of networked virtual environments (Section
2). Subsequently, the different components making up our system are described
in detail in Section 3. We conclude this paper with some clarifying results and
our conclusions.

2 Related Work

In this section we look at some existing work that is related to the topic in
question, both from the viewpoints of stylised animation and immersive commu-
nication in networked virtual environments.

2.1 Facial Animation

Towards Realism. Starting with Parke [1], many researchers have explored
the field of realistic facial modelling and animation. For the modelling part this



has led to the development of diverse techniques including physics based mus-
cle modelling, the use of free-form deformations, and the use of spline muscle
models. For the animation part, the complexity of creating life-like character
animations led to performance-driven approaches such as motion capturing and
motion retargeting.

We limit this discussion to published work employing some of the mentioned
techniques targeted at modelling and/or animating 2D faces. Fidaleo et al. pre-
sented a facial animation framework based on a set of Co-articulation Regions
(CR) for the control of 2D animated characters [2]. CRs are parameterised by
muscle actuations and are abstracted to high-level descriptions of facial expres-
sion. Bregler et al. use capturing and retargeting techniques to track motion
from traditionally animated cartoons and retarget it onto new 2D drawings [3].
That way, by using animation as the source, similar-looking new animations can
be generated.

Although the described techniques are promising and deliver very appealing
results, major issues can be identified when targeted to avatars. In the animation
stage, they don’t offer much freedom of exaggeration (e.g., extensive 3D mod-
elling) whereas the modelling stage implicates a lot of tedious and cumbersome
work for the animator (e.g., placing physical markers).

Sticking to 2D. In 1996, Kristinn Thórisson described a dedicated facial ani-
mation system, ‘ToonFace’, that uses a simple scheme (a face gets divided into
seven main features) for generating facial animation [4]. Ruttkay and Noot dis-
cuss ‘CharToon’ which is an interactive system to design and animate 2D car-
toon faces [5]. Despite its wide range of potential applications (faces on the
web, games for kids, . . . ) a major drawback compared to our approach is that
transformations outside the drawing plane are not supported.

Towards 3D. Recently popular, non-photorealistic rendering (NPR) [6,7] tech-
niques (in particular, ‘Toon Rendering’) are used to automatically generate
stylised cartoon renderings. Starting from 3D geometrical models, NPR tech-
niques can generate stylised cartoon renderings depicting outlines with the cor-
rect distortions and occlusions. In order to introduce more concepts of 2D anima-
tion, Paul Rademacher presented a view-dependent model wherein a 3D model
changes shape based on the direction it is viewed from [8].

Starting from 3D has the advantage of the possibility to automatically create
extreme frames but at the cost of heavy modelling and, in addition, the results
suffer from being too ‘3D-ish’ when one pursues the typical liveliness of 2D
animation.

2.2 Immersive Communication

Communication between users in a virtual environment was traditionally done
through the use of text-based chat, or, in most recent examples, through real-
time VOIP sessions. Obviously, the application of video communication in this



context would be an ideal solution, as the immersion in the 3D world remains
at an optimal level — not requiring the user to be distracted by the use of
cumbersome input devices such as a keyboard.

Various ways to integrate video into an NVE-like application can be envi-
sioned. For example, in [9], a video recording is made of a person turning 360
degrees in front of a camera setup. Each time the avatar needs to be displayed in
virtual reality, a set of two images is selected from the obtained sequence. The
use of two distinct images is needed for stereo visualisation in a CAVE environ-
ment. Of course, the images being displayed are static, and only their position
in the scene is subject to change.

The authors of [10] also use an immersive display technology, and use the
positional data gathered from an electromagnetic tracking device to place the
avatar in virtual space. Stereo-image video cameras are placed in the corners of
the immersive display setup to capture moving images of the user together with
depth information, in sync with the captured motion information. All data is
subsequently transmitted to the other clients, which choose those frames from
the sequence that were captured with the stereo camera that matches best with
the position of the avatar from their viewpoint. While the system yields good
results, it is only applicable in small-scale deployment due to high deployment
costs and bandwidth issues, as data from every camera has to be transmitted to
each client.

In [11], (full body) video captured from a camera is applied to a three-
dimensional mesh of a human figure. Some enhancements are made to provide
additional features beside pure video (comments and gestures). The system de-
scribed is used mainly for guiding users through vast virtual spaces. We should
point out here that this system can only be used off-line (i.e. with pre-recorded
sequences).

Finally, [12] uses an off-line reconstructed head model to project real-time
video onto. Again, the setup used is an immersive display setup and obtains posi-
tional data from tracking devices. Segmentation of the video images is facilitated
as only information on the user’s head is relevant. As the system was designed
for use in a controlled local area network environment, no encoding and/or de-
coding of video sequences was needed, optimising the quality obtained. Other
examples of related work are presented in [13,14,15].

Simplified implementations of similar technology often come packaged with
webcams, such as those made by Logitech. It is important to note that these
types of software only work with specific hardware and often use simplified meth-
ods to extract facial information (e.g., histogram- or colour-based methods).
Also, there is no provisioning for transmission of the relevant feature data in
any appropriate standard.

3 Our Approach

The established ways of conveying emotions between users in virtual environ-
ments vary from just transmitting the entire sequence of video frames, over



Fig. 1. Overview of the different components of creating and animating an
avatar.

performance-driven animation, to manually select one’s emotional state. This
is often prohibitive either in terms of bandwidth consumption or in terms of
manual input.

In our approach (Figure 1) the emotional data is extracted automatically
using face and feature extraction algorithms, and only the required parameters
(in the form of a set of MPEG-4 feature coordinates) are transmitted over the
network. At the receiving side, the parameters are used to animate the avatar
representing the originating side. The novelty of our approach lies in how we com-
bine benefits from performance-driven facial animation and user-controlled 2D
modelling and animation techniques. Performance-driven facial animation is em-
ployed to extract the movement and timing of the user’s facial components, less-
ening the need for high-bandwidth channels typically required by video-enabled
applications. In the visualisation phase, we opt for a structured 2D methodology
as the face to which the captured facial movements are applied can be either
hand drawn or incorporated real footage. Another contribution to the research
already carried out is the integration of these types of information in (large-scale)
3D environments.

3.1 Avatar Creation

Modelling Extreme Poses of Drawn Facial Parts. Instead of drawing a
‘complete’ face at once, every individual part (face outlines, mouth, nose, left eye,
right eyebrow, . . . ) of the face can be drawn independent of the others. These



facial components (also denoted facial channels) are arranged in a hierarchical
manner, defined as Hierarchical Display Model (HDM).

In order to achieve convincing 3D-like animations, several view-dependent
versions of the HDM (each depicting the same face but as seen from a differ-
ent viewpoint) can be drawn in order to cover out-of-the-plane animation [16].
Considering facial animation from an artistic point of view, realistic behaviour
is not always desired but there’s a need for fake, yet very impressive or dramatic
effects; especially when applied to avatars [17,18,19]. Hence, in addition several
‘expressive’ versions of each facial channel can be modelled covering the range
of expressiveness held in the user’s mind. So, for each expression type, all chan-
nels have a separate version. Figure 2 shows three extreme poses of a drawn
animation character illustrating the discussed concepts: (a) is composed of 15
facial channels which all depict the same expressive version eneutral whereas (b)
and (c) are made up of the same facial channels illustrating expressive versions
eemotional and eexaggerated. Typically, in total 18 to 27 extreme poses are more
than sufficient to cover a wide range of views and expressions (9 depicting the
several views, multiplied by 2 or 3 expressive versions).

(a) (b) (c)

Fig. 2. Some extreme poses of a drawn animation character composed of only
15 facial channels depicting three expressive versions: (a) eneutral, (b) eemotional,
and (c) eexaggerated.

Modelling Extreme Poses of Real Footage. Besides freely drawing ex-
treme poses/frames starting from a blank canvas, our system also includes the
possibility to create extreme frames by incorporating scanned drawings or real
images depicting extreme poses (see Figure 3). Starting from incorporating a real
image, depicting one extreme pose, the user can define mesh structures over cer-
tain image parts that contain interesting information. In fact these meshes can
be grouped/layered together in the usual way such as the Hierarchical Display
Model (HDM). First, one or more initial meshes are created (using subdivision
surfaces) for only one image, corresponding to one extreme frame. Then, other



Fig. 3. Overview of the different components of creating an avatar by incorpo-
rating scanned drawings or real images depicting extreme poses.

extreme frames are created by incorporating new images (each depicting another
extreme pose) for which the user only has to modify a copied instance of the
initial meshes. As a result multiple HDMs can easily be created, where each
HDM again corresponds to a specific view.

3.2 Facial Motion Data Capture and Extraction

Facial motion data is directly captured from the user’s movements using off-
the-shelf hardware such as low-cost webcams and digital cameras. Unlike the
rigid demands posed on the frame grabbing process by real-time video (i.e. a
minimum of 10 fps for fluent motion), which is required for full-frame avatar
reconstruction, our solution demands only a few frames to be grabbed in each
time frame to achieve adequate results. To substantiate this claim, we remind the
reader that the latter technique is much more computationally expensive (i.e. to
reconstruct in-between frames in a video sequence) than to interpolate between
a very limited set of (feature) coordinates representing the facial expressions on
a 3D model.

After the raw video frames are captured, we use the face detection algorithms
present in the OpenCV library, which in effect uses techniques based on Haar-like
features. Because the existing Haar classifiers are complementary, we combined
the results into a set of (possibly) overlapping rectangles, the union of which is
calculated in a subsequent step. This step of the process ends with the creation of
a set of rectangles representing the detected faces. Elementary image processing
algorithms are applied to the detected regions in order to determine the location



of the important features — which, for emotion recognition, are mainly the
shape of the mouth and the eye/eyebrow combinations. We also exploit some
well-known anatomical facts that help to speed up the processing, such as the
assumption that there is a minimal distance between the features and their
relative position with regards to one another. What we end up with is a black
and white mask, for which it is easy to extract the required feature parameters
(see Figure 4).

Fig. 4. Overview of the process of facial motion data capture and extraction.

More in detail, data describing the movement of facial components is ex-
tracted [20] and made available on a multi-level basis according to the MPEG-4
characterisation [21]: (i, low level) movement of individual feature point posi-
tions relative to a set of facial invariant points according to the MPEG-4 Facial
Feature Points Location; (ii, medium level) movement of defined areas of the
face described in terms of MPEG-4 Facial Animation Parameters (FAPs); and
(iii, high level) motion in terms of MPEG-4 Facial Expressions.

3.3 Animation System

After the extreme poses of the facial parts are modelled, the extracted facial
motion data can be applied to animate the avatar. As the extracted motion of
the facial components is made available on a multi-level basis, various mappings
can be defined between the modelled facial channels and the extracted motion
data.

At the lowest level, for each facial channel any arbitrarily control point or
user-selected part of the channel can be enforced to inherit the motion of one
of the captured MPEG-4 Facial Feature Points. At a medium level, each facial
channel can be driven by one or more of the captured MPEG-4 Facial Animation
Parameters (FAPs). At the highest level, ‘expressive’ versions of facial channels
can be grouped together on the basis of expressing the same emotion (e.g.,
joy or sadness). We define these groups as Facial Expression Channels (FECs).



These are analogous to the captured MPEG-4 Facial Expressions and can be
considered as groupings of FAPS expressing a specific emotion. At the medium
level, for instance, user defined facial parts can be driven by one or more of
the captured MPEG-4 Facial Animation Parameters (FAPs). This happens in
an easy and interactive way during the modelling stage and requires only a
reasonable amount of manual input. For each facial part, the animator only has
to define regions (FAP regions) using a lasso tool and attribute each of them
to a desired FAP. Figure 5 depicts a FAP region defined by the animator. Note
that each desired FAP region only has to be defined once for one of the extreme
frames. The selection automatically gets propagated to the other extreme frames.

Fig. 5. Example of a user defined FAP region.

Once the desired mappings have been made, the extracted facial motion
data is loaded into the animation system and all keyframes are automatically
set, hence, driving the animation. As mentioned in previous section, our solution
demands only a few frames to be grabbed in each time frame to achieve adequate
results. Missing (i.e. non-captured) frames are reconstructed on-the-fly either by
extrapolating or by interpolating between surrounding frames (after delaying the
stream a few frames). For the case of drawn facial parts, the underlying curves
making up the drawings are interpolated to create in-between drawings whereas
for real footage all corresponding meshes imposed on the keyframes are warped
to each other automatically across intermediate frames. We refer the reader to
[22] for an in-depth explanation of the animation system.

3.4 Visualisation of Results in 3D Environments

While we won’t go into great detail on the network architecture behind the
networked virtual environment that is used to test the results, we will mention
some of the features that show that the integration of this type of information
can be done with relative ease. The networked virtual environment being used
is based on a client/server architecture, with an intermediate layer of ‘proxy’
servers that are employed to channel the data flows and which mitigate the need



for multiple (persistent) connections between a client and the servers responsible
for state management (here referred to as the ‘logic’ servers). As the architecture
is already designed with the ability to efficiently channel all positional data
related to avatars (as is true for all NVE architectures), it becomes a trivial
extension to include the emotional data that is generated by our system. In
effect, the main difference between the two types of information is in their update
rate (which is much higher for positional updates) and their relative importance.
While the data required for conveying emotions can be considered non-essential,
the same is not true (to an extent) for positional data.

4 Results

Figure 6 depicts some stills of a generic scene consisting of 3 billboards where
a user is, at the same time, visualised using the entire video stream (first bill-
board) requiring large amounts of bandwidth, and two avatar forms including
the emotional information (requiring minimal additional bandwidth). The sec-
ond billboard depicts the emotion conveyed by the first billboard but retargeted
to an expressive drawn man. For this avatar 18 extreme frames were used con-
sisting of 9 versions which are used to cover different views multiplied by 2
emotional versions (i.e. either neutral or happy) which have been drawn for each
view-dependent one. The model itself consists out of 15 facial parts and in total
33 FAP regions were defined. The third billboard shows some snapshots of the
same emotions retargeted to a very expressive (i.e. always happy) drawn frog.
In this example, only 4 extreme frames were used to drive the animation. The
frog’s face is composed of 14 facial channels. The last image shows two users
communicating through their avatars.

Discussion. All results are driven by real-time gathered facial motion data and
have been evaluated visually by the authors. Certainly, the degree of resemblance
depends on the quality (i.e. lifelike modelling versus exaggerated modelling) and
the size (i.e. number of view-dependent or emotional extreme frames) of the
created emotion space. However, in general we can conclude that there is a clear
resemblance between the features of the user’s emotional expressions and the
final animated output.

5 Conclusions

In this paper we have presented a combination of existing technology allowing
users to convey emotions through their avatars in a 3D virtual environment,
without major impact on the bandwidth requirements. This is achieved by cap-
turing real-time video using off-the-shelf webcam hardware, and analysing the
resulting data flows to extract the facial features important for (human) emotion
recognition. Instead of using an actual recognition process, we determine the im-
portant feature coordinates and send these to the receiving side, where they can



Fig. 6. Snapshots of a generic scene consisting of 3 billboards. The first billboard
visualises the input data whereas the second and third depict the emotion con-
veyed by the first billboard but retargeted to a drawn man’s face and a drawn
frog’s face. The last image shows two users communicating through their avatars.

be used to animate a (stylised) avatar representation of the user. Technically,
this is achieved by representing the coordinates as a set of MPEG-4 facial fea-
ture points and combining them with MPEG-4 Facial Animation Parameters.
An in-betweening process is used to interpolate the keyframe information that
is sent between the communicating parties. The results have been shown to be
applicable in a generic 3D environment.
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