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Figure 1 Snapshots of highly stylised animations. a) Running man frastel style. b)
Mouse raising its head in airbrushedstyle. ¢) Death in the guise of the ‘Grim Reaper’ in
anOriental black inkstyle. d) Stalin character drinking tea irseraperboardstyle.
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2 Fabian Di Fiore et al.

Abstract In this paper we argue for our NPAR system as an effective Birad-
tive to most of NPR research which is focused on frame colistglised render-
ing of 3D models. Our approach gives a highly stylised lookrtages without the
support of 3D models, and yet they still behave as though ateidhby drawing,
which they are.

First, a stylised brush tool is used to freely draw extrems&egmf characters.
Each character is built up of 2D drawn brush strokes whichrarually grouped
into layers. Each layer is assigned its place in a drawingphiéy called a Hier-
archical Display Model (HDM). Next, multiple HDMs are credtfor the same
character, each corresponding to a specific view. A cotleaif HDMs essentially
reintroduces some correspondence information to the 2Didgs needed for in-
betweening and, in effect, eliminates the need for a true 8deh

Once the models are composed the animator starts by defieyfigaknes from
extreme poses in time. Next, brush stroke trajectories eeflyy the keyframe
HDMs are in-betweened automatically across intermediat@és. Finally, each
HDM of each generated in-between frame is traversed andkeaflents are drawn
one on another from back to front.

Our techniques support highly rendered styles which argcpéarly difficult
to animate by traditional means including the ‘airbrushedraperboard, water-
colour, Gouache, ‘ink-wash’, pastel, and the ‘crayon’ es$ylin addition, we de-
scribe the data path to be followed to create highly styl@eithations by incor-
porating real footage.

We believe our system offers a new fresh perspective on ctenpided ani-
mation production and associated tools.

Key words 1.3.4 [Graphics Utilities] Paint Systems — 1.3.6 [Methoogy and
Techniques] Interaction Techniques — 1.3.M [Miscellargddighly-stylised Mod-
elling and Animation

1 Introduction

Motivation. Although 3D animation is a popular form, because of the extir
nature of the interaction model, many details are extreratyd to construct and
animate, while it is much simpler to design very convinciogKalikes in 2D. For
example, ask a modeler to make an animation of a walking dinmoand watch
another artist draw a much more fancy 2D version during the tieeded to start
up the designer’s favourite 3D software.

The difference between 2D and 3D modelling is even more amparhen
subtle animation effects (artistic expressions, cariesu. ..) are involved. The
stylistic possibilities afforded by 2D animation mean tR&t animations can be
rich in a way which is seldom achieved by 3D animations (evih significantly
more effort).

Itis our contention that this overhead is unnecessary.re[shows some 2D
images rendered without the use of a 3D model; they are imeskgaly animatable,
open to visual modification to suit the animator’s indivitlsigle, yet still ‘highly
rendered’ in appearance.
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Contribution. We present here a system which is an effective 2D altern&tive
most of NPR research that is focused on frame coherentestiytendering of 3D
models. It supports 2D drawing instead of stylising stro&as3D geometries.
Furthermore, it relies on the simulation of natural materdad processes involved
in making brush-strokes.

Our approach gives a highly stylised look to drawn animakionalso allows
an artist to give a 3D-like look to images yet they still bebag though animated
by drawing, which they are. In addition we describe the dat po be followed
to create highly stylised animations starting from realtége. We believe our
system offers a new fresh perspective on computer aidedagioimproduction
and associated tools.

A series of examples are shown in Figlie 1. We emphasisetthattane any
3D modelling is performed and in particular no 3D models a@duto support the
rendering of the images, scenes and animations we show.

Approach. Technically the challenge is to achieve stable renderingsadrames.
Artists find it difficult to achieve temporally coherent ligig and shading effects,
potentially resulting in jittery, unpleasant imagery. Tcheeve such consistency
the simulation is associated with the trajectory of the brstsoke itself and these
brush trajectories are in-betweened across frames sotthersreds only to paint
up a single frame. The brush trajectories are thus in-beteegand the simulation
reproduced, possibly requiring some ‘touching up’ in magtaht frames. While
the method of managing consistency is essentially the sarmesall simulations,
individual simulations may require different controls t@anage different evolu-
tions of effects like texture behaviour.

Paper Organisation.This paper is structured as follows. Sectidn 2 surveys work
we consider related to ours. Sectldn 3 describes the daliatpdite followed to
create highly stylised animations from drawings while 8ecH elaborates on
incorporating real footage. In Sectiih 5 we show some exaspinally Sectiohl6

is our conclusions section in which we also discuss our teanld set the contexts
for future work.

2 Related Work

In this section we elaborate on work we consider related te.ou

2.1 The Traditional Approach to Drawn Animation

Broadly speaking, traditional animation is defined as anagre in which the
illusion of movement is created by depicting a series ofviuttial drawings on
successive frames. Unlike live action, where the camenarising continuously,
each frame of an animation film is shot one by one. Moreovechasacters are
separated into several layers, each single frame mighistmfsxumerous layers
stacked up together.
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What we give here is an account as it might be in a large inddistudio. The
overall work can be thought of as falling into two phasest, tfigre-production or
design(15% of the total effort) angroduction(about 85%). The stages are story
development, Leica reel test, scene staging, exposuré phegaration (which
completespreproduction; then drawing, line test, ink-and-paint, rostrum cam-
era stage (otherwise known as composition), and sound-$satechronisation or
‘synch’ (which completeproduction.

The drawing process itself is done in three phases: (i) leadators draw the
most significantimages, which are referred to as extrenmedsaor poses, contain-
ing the major features of the action; (ii) assistant animsafoduce key frames
between the extreme frames, hence detailing the desirethsion action; while
(iii) less experienced animators (in-betweeners) arearsiple for creating all the
remaining in-between frames of the animation, resulting smooth sequence of
drawings. Drawing these frames is known as ‘in-betweeningweening’.

We refer to Patterson & WilliS[19] and Preston Blaif [3] f@aders interested
in an in-depth explanation.

2.2 The Use of Computers in Drawn Animation

By far the most common use of computers in drawn animatiantise stage which
in a feature film would be referred to as postproduction, nathe inking, paint-
ing and compositing of the artwork, as discussed in the ptssgection. Generally
speaking they are not used earlier in the data path althdegk is a small pro-
portion of studios whose style is well-suited to automatibetweening and use
it. Software to support artists to produce in-between dng&iare becoming more
widely used but these just provide on-line support for mgkire drawings, check-
ing and line testing on the assumption that a sequence ofirtyaws going to be
produced by hand. On the whole, animators do not like auticritabetweening
precisely because they want to break the rules in some waystrapout every
frame.

2.2.1 In-betweening. In-betweening is effected on the basis of one of two mod-
els: shape-basefe.g., Reeved [22], Sederberg & Greenwdaod [23], Ranfiah [21
and Kort [15]) andskeleton-basedhethods (e.g. Burtnyk & Wein [4], Shapira
& Rappoport|[[24] and Jinhui YU28]), which are often used amtbination. The
skeleton-based methods use an articulated skeletaltenghich is normally lay-
ered to reflect the order in which the skeleton elements arewstiered but may
sometimes exceptionally be retained as a 3D entity, thegrdaiyon the basis of
view-dependency. Each skeletal element in the view-degrrfdrm will have a
shape associated with it and this will follow the movemerfthe skeleton which
is defined in terms of the movements of the skeletal jointeré&lis the issue of
the control of the skeleton which can be determined by matapture or manual
posing.

The shapes associated with the skeletal elements can tlvemdé® in-be-
tweened using such techniques as Moving Reference PoiR®§Y[22]. A MRP
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reflects common animator’s practice in selecting a pointhendrawing and de-
scribing its trajectory in 2D with associated timing. A sétMRPs subdivides a
line into segments which in its original formulation imptlg define a 3D patch
of which the evolution of the segment is a 2D projection. Tégnsent is initially
oriented by the movement of the skeleton, then re-shapeamtdiog to the MRP
trajectory as mapped into the 2D space defined by the skedégarent itself.

More recently, Kort presented a rule-based method for cdenpided in-
betweeningl[I5]. The content of each key drawing is analgseticlassified into
strokes, chains of strokes and relations that hold among.tReiles decide what
parts of different drawings may be matched. Finally, geteeranimation paths
between corresponding strokes determine the resultibgiweens.

2.2.2 Rotoscoping. When artwork is animated from film or video footage this is
referred to as rotoscopind [1] and typically rotoscopedark differs significantly

in timing and behaviour from drawn animation. Rotoscopadartk, however, is
‘trapped’ by being too realistic: since the underlying méb are rendered too
accurately, a very realistic silhouette is generated whiehespecially want to
avoid.

2.2.3 Non-photorealistic Animation and Renderindt is fair to say that our work

intrudes into the area generally known as Non-photoréaligtimation and Ren-

dering (NPAR). We do not build 3D models so we do not renderéconventional

sense, and the work of Hays and E$sa [11] comes closest tonetdd. However,

Hays and Essa use photographic images as source mateabisathem down

into brush-strokes decorated with parameters which magtbeireted in different
ways to achieve different appearances, then use opticabftalysis to determine
how to interpolate the brush-strokes. In our approach ttigt applies the strokes
to obtain the visual effect wanted — which requires a raaktsimulation — then

an in-betweener interpolates the stroke trajectories.

While the idea of simulating the physical effects of drawtogls has been
presented beforé [I12,113] it is also the case that the diabilithe renderings in
animation has been identified as a continuing research gmolxisting meth-
ods of toon renderind [B8,16] and painterly rendering [1Z47 have to build 3D
models or infer theni]6]. Such approaches swiftly run intmbéoo ‘3D-ish’: the
enforcement of the geometric, illumination and shadingsuf the model often
give a salient sense of the 3D aspects of a scene inappefwitite intended stag-
ing the animator seeks. Of course a view-dependent layeceth?0] could be
extracted from an underlying 3D model but that still doebelp us when we want
the idea of the 3D in an scene to be unobtrusive or even exaiggenn the end,
rendering directly from a drawing means that shading, téxguand lighting (e.g.
highlights) are all mixed up together and so are wholly a pobaf the artist’'s
vision with an appearance finally determined by the lastibaioke. In 3D they
are all separate and for the most part independent, makimgykang a technical
guessing game. How, for example can one manage the beha¥ither textures if
you want them to be part of the animation? With direct corttrd is possible but
models and interpretations of models make the problem faie mhidficult.
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2.3 The Limits of Traditional 2D Animation

Our work has been focused on topics which are very hard to $sipte for an-
imators to do by hand and are the sorts of things animatorddilike to have
automated. These include highly-rendered strip cartbande dessirgg styles
with fauxlighting and shading effects, ‘difficult’ materials whicheavisually ap-
pealing, and some aspects which are currently impossitiiartdle in animation.
These include: avoiding ‘boiling’ or instabilities on highrendered images, (e.g.
smooth airbrush styl€;artea Gratter Noire childrens’ book illustrations, water-
colours etc.), and topics like very slow movements and vayyierspectives on
complex mechanisms which we are not tackling here. In faetéHast are best
handled using explicit modelling whether or not wholly 3Childrens’ books in
particular often contain beautiful, highly rendered imagehich give the story
much of their charm but they are often made with materialstviare impossible
to manage in animation by manual means or are impracticadplgresive to ani-
mate. The methods we describe here are aimed at making tieistiab business a
practical proposition.

While abandoning 3D models seems a retrograde siep [5] in @f¢he elab-
orate machinery which 3D graphics and animation provide aosgument is that
it is that very machinery which gets in the way when an artish$ to achieve a
given look or staging. So far we have focused on giving artitect access to in-
tuitive, even familiar, methods for deriving the finishedlkalthough the extended
structures they have built need controls of their own to kibepcreative process
manageable and this is an on-going task. The examples welsdrevare all stud-
ies carried out for the express purpose of understandingtpvwovide convenient
and productive interface to these technigues and the di@isaf the experiences
of creating these examples are themselves data we are yiindarpreting. For
example, many of the rendering techniques impose secopdégrns in the form
of textures and these, too, need to be the subject of animatamagement pro-
cesses. For example tliarte a Gratter Noirestyle imposes a texture in the form
of the prevailing directions of the scraper tool as it cuts sirface. On a static
background they take up orientations which vary only as tite®onal camera po-
sition moves but on a foreground object they will reorient aoly to match the
virtual camera but also the movements of the foregroundecivar as it is affected
by plays of light and shadow. The problem here is not what éx¢utes do in
the foreground or the background but what happens wherexteres join. One
imagines an intermediate area in which the behaviour ofakeite is the domi-
nant character and it has to somehow integrate foregrouwhtackground. While
an artist can decide what to do here no obvious 3D model, &$es mvoked to
deal with issues of varying lighting in NPAR, comes to mind.

3 Data Path of Highly Stylised Drawn Animation

In this section we describe the data path to be followed taterhighly stylised
animations from drawings.



Highly Stylised Animation 7

/ Modelling One Extreme Pose / Hierarchical Display Model (HDM)

blank canvas free-form drawing grouping into layers HDM,

1 1

Animating Using Automatic In-betweening//
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Figure2 Schematic overview of the main parts of the data path.

3.1 Overview

Figurel2 depicts a schematic overview of the main parts ofittia path.

Starting from a blank canvas, a stylised brush tool (sinmudaa particular
style) is first used to freely draw extreme poses of charactach drawing of
an extreme pose is built up of a collection of 2D drawn strokb&h are manu-
ally grouped into layers. Each layer is assigned a placeditdibrarchical Display
Model (HDM).

Next, multiple HDMs are created for the same character, aetance corre-
sponding to a specific view (another extreme pose) of theachexr: A collection of
HDMs essentially reintroduces some correspondence irdtiomto the 2D draw-
ings needed later for in-betweening and, hence, substitate true 3D model.

Once the extreme poses are properly composed, the aninpdiime can start.
The animator first defines keyframes by specifying extrensegtiDMs in time.
Next, corresponding brush trajectories defined by the HDMB@keyframes are
then in-betweened automatically across intermediatedsafiinally, each HDM
of each generated in-between frame is traversed and alkelsrare drawn one on
another from back to front.

The following subsections describe the data path in defdd.start with a
description of how to simulate highly rendered styles whach particularly dif-
ficult (if not impossible) to animate by traditional mean®ifg traditional 2D
handcrafted techniques or traditional 3D animation teghes). Next, the different
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stages of the data path are elucidated: modelling, maskiddighting, manipu-
lating and animating stylised drawings.

3.2 Simulation of Highly Rendered Styles

As we are interested in creating stylised animations, aduited styles will be
based on drawing using a free-form sketching tbal [27] whscimilar to what is
available in any professional-standard vector drawingypam.

In our system the creation of a stroke is done interactivglyadmpling a stylus
along the trail of the stroke. Our freeform curve model i thfaa Bézier chain.
However, instead of approximating the Bézier chain by [iods, purpose-made
drawing primitives are employed including paint and airdireis, crayon textures,
cross hatched strokes, and pigment particles. All thesaidgaprimitives fully
utilise graphics hardware including multi texturing andi-aiased rendering. This
way the artist gets visual feedback immediately. The folfmsubsections give an
overview of the realised highly rendered styles.

3.2.1 Airbrush. Figure[3 depicts the pipeline of the airbrush tddl [9]. Thelto
creates three objects: (i) a colour layer with (ii) a maslg &) a temporary

bitmap layer. Depending on the user input from the canvastabl renders the
brush into the mask. Circular brushes have the followingpeaters: radius, opac-
ity, and softness. The mask is a greyscale image used to raaging. Using this

mask, the colour layer is rendered into the working layendeing the colour just
copies the colourinto the destination layer. Brushes canlaw each other and will
create more opaque areas. An airbrush not only releasessgrainovement, but
at regular intervals while the stylus is down. To render ak&ron the image, a

e mask image
brush 1 ‘F X ; i
X—® S ’@b @ (0 (©

Figure 4 a) Pressure sensitive
scraperboard paintbrush. b-c)
Figure 3 Pipeline of the airbrush tool. Cross hatched strokes.

spline is made out of the points gathered from user input.HBngpline at fixed

distances (depending on the brush settings: default 25%eadiameter), a brush
is drawn. The spline however doesn'’t cross pixels necagsarough the middle.

If we would just round to pixels and render the brush, we wa@dtartifacts. To

avoid this, brushes are rendered with sub-pixel accurdwtéfore, not one but 16
brush-masks are created by selecting the correct one diegerdwhich sector of

the pixel the spline crosses. This way, accuracy to 1/4 okel 8 achieved.
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Because of the high fill rate, the real-time requirementtierdrawing process
cannot be achieved without graphics acceleration. Corsgtyithe mask is ren-
dered directly into a texture usingobuffer Furthermore, the quality is controlled
by adapting texture and brush resolutions, and textureififie

3.2.2 ScraperboardGarte a Gratter Noije For theCartea Gratter Noirestyle
the airbrush tool is adapted. Instead of the circular brhahis procedurally cre-
ated using the softness and radius parameters, the usdowsalto import a
sequence of textured bitmaps which are used as one presnsiéive Carte a
Gratter Noirepaintbrush (FigurEl4(a)). Figuiié 4(b) illustrates the effef a spline
made out of cross hatched strokes while Fidiire 4(c) showsthewressure con-
trols which brush from the image is used. Furthermore, beethe brushes are not
circular anymore, an option is available, which links th&otation of the brush
to the direction of the stroke.

3.2.3 Crayon. For the crayon style, a paper height map mofel [14] is used to
represent the rough texture of the paper which is frequersthd when drawing
with chalk sticks. The chalk sticks themselves are simdlatging an 1D alpha
texture.

Using the points of the strokes, along with width and pressatues, a mesh is
created representing the geometry of the strdkes [18].dibi@ paper height map
and the stroke’s pressure values, the mesh is coloured tgroglour of the chalk
stick. Furthermore, an additional 1D alpha texture is usguiasenting the cross
section of the chalk stick in order to simulate the soft edmse chalk sticks have
(see Figuréls).

- -
Chalksticks cross section
heightfield data

1D alpha texture Active layers

Set the alpha values

Paper heightfield data to blend in the Generated quad mesh from stroke

. Surface layer
alpha texture cross section with a pressure value per quad

Capillary layer

Albha feg,

apet)
s (pap®
R coords R
Dray, 4, Pressupe,) o st
€ Pixe] o = 3
n

e €O
\D Lexre ©

Rendered image with paper
heightfield (darkened)
visualized as background

Figure 5 Schematic overview of the crayon andFigure 6 The canvas model with a
chalk stick rendering algorithm. layered design.

3.2.4 Watercolour/Gouache/Ink.The watercolour painting system employed [26]
targets the real-time interactive creation of watercolmages. This is in contrast
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to most existing work on watercolour applications, whichisstly focused on au-
tomatic generation of painterly-style watercolour imafyesn input images. The
simulation adopts stable fluid dynamics algorithms to ti@ngigment densities
and water quantities on top of the canvas. Heuristic rulesllesthe deposition of
pigment within the irregularities of the canvas surfaceyal as the evaporation,
absorption and capillary diffusion of water inside the asstructure.

The canvas model has a layered design, consisting of thtiee &yers (shal-
low, surface and capillary layer) and an unlimited numbegyasfsive layers, which
are considered to contain previously drawn strokes thas daed and no longer
participate in the simulation, except in the final step wHendanvas is rendered.
The motivation for using this three layer design stems fronaaalysis of the be-
haviour of paint; three different states for pigment andavatin be distinguished:

(a) pigment and water in a shallow layer on top of the paper;
(b) pigment deposited on the paper surface;
(c) water absorbed by the paper.

First, some sort of brush puts a mixture of water and pigmeit @ paper
canvas. At this instant, the paint fluid acts like a flow of watarrying pigment
particles. This ‘fluid body’ is modelled using tiNavier-Stokesquations. At some
point, depending on the paper fabric, the water will be absdinto the paper and
spread throughout the paper structure. As the pigmentestare too large to be
absorbed, they will be deposited on the surface and pogsitked up by the paint
fluid later on. Together, the active layers can be thoughs @fdiscrete abstraction
of a real canvas, represented by three stacked 2D gridslef dalues assigned
to a cell can be thought of as sampled in the real paper caBuasilating the
system through time then consists of updating all cell \&laecording to their
neighbouring cell values in the same layer, and possibljiayer above or below.
Figurel® shows a schematic view of the paper model.

Although the brushes and techniques used in Oriental pgisitire very differ-
ent from those in Western painting, the mechanics of pigraadtwater are quite
similar. For Oriental paintings such as shown in Figdre 1tftg¢ canvas is gener-
ally more textured and more absorbent, and the dense blabkrcaarticles are
smaller and able to diffuse into the paper. The former priypsreasily expressed
in a watercolour simulation by generating a rougher cangasite and using a
higher absorption constant. Despite the fact that the camaalel does not simu-
late pigment particles inside the canvas structure, irflasiibn can still be handled
by the top layer and produce the typical feathery pattere. Jdlette consists of
very dark pigment with high density.

3.2.5 Pastel. Regarding the simulation of pastel, we used Van Haevreesgs-

tem [25] for drawing pastel media in real-time. Their apmtofocuses on the sim-
ulation of the natural material itself and on its interantwith the drawing surface
and the drawing tool. To this end, the system’s parameterdisectly configured
by (i) the artist’'s personal way of wielding the brush (emgessure, orientation),
and (ii) physical features of the drawing material (e.gnaantration of the binder,
paper strength, stickiness of the pigment). Upon free-firamving, a bidirectional
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Pastel Transferred
Tip pigment

deform
pastel

transform calculate
pastel pigment
transfer

Transformed Contact
pastel tip / area

determine
contact

Figure 7 The simulation pipeline: 1) Calculate the projected fointipof the pastel tip. 2)
Define the contact area and compute the amount of pigmentvedn®) Derive net bidi-
rectional pigment transfer rates between the pastel andainas. 4) Update the attached
pigment mixture. 5) Update the pigment layer. 6) Update tqgep layer. 7) Carry out the
precalculated tip deformation.

transfer of pigment takes place. In one direction, the papdace is dusted with
new pigment particles broken off the tip (i.e. the end of theeadng tool). A large
part of these particles will be deposited or blended togettita previously de-
posited ones whereas the dusty remainder does not coettibtite drawing and
is blown off the paper. On the other hand, a certain amountafipusly deposited
pigment is scraped off and picked up again soiling the tips i§noticeable in the
next strokes to be drawn. Furthermore, both the tip and tpersurface are sub-
ject to weathering. As pigment is deposited on the papeasearfa similar volume
will be worn from the tip so it becomes blunt, whereas eachaxirbetween the
pencil and the paper slightly damages the paper surfacé.i,hdue to exerting
pressure little grooves are cut in the surface, which riestréurther deposition of
pigment.

The full simulation pipeline combines a sequence of difiéspecial purpose
shaders, where the output of each shader is employed asfamihie next. Figure
[Avisualises the pipeline and illustrates the differempstequired to process each
contact between the pastel and paper.

From a stylistic point of view, similar to traditional drawgs the results convey
the artists’ characteristics (e.g., way of wielding thedbruskillfulness, feeling for
the medium).

3.3 Modelling Stylised Drawings

Starting from a blank canvas, the artist starts by using ensttool (correspond-
ing to one of the styles described in Secfiod 3.2) and freelwihg extreme poses
of characters. This corresponds to the drawing of extreamads by lead animators
in traditional animation (see Sectibn.1). Each charastewilt up of a collection
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Figure8 Overview of the drawing process.

w0 J-FarE8G
-0 Jeyo_Leit
e O Jmepe_Leiti2)
w0 JHar @

Figure9 Stalin drinking a cup of tea. a) Hierar- Figure 10 Sequence showing a dive
chy Display Model (HDM). b) All separate ele- off the end of a pool from a sitting po-
ments. sition (© Les Orton 2005.

of 2D drawn strokes which are imposed one on another. Aduistithted in Figure
this process of drawing characters and objects very mwsgmbles traditional
painting: first, a basic (rough) image is drawn, and thisliefeed by adding detail
stroke-by-stroke.

While each stroke could be placed on a single layer it is farenadficient to
group these together into a few layers which would tend tonbleeitweened to-
gether. In fact layers can be grouped together in the usualmadrawing hierar-
chy known as an Hierarchical Display Model (HDM). Figlite ®sis a represen-
tation for an HDM for the ‘Stalin’ figure irCarte a Gratter Noire If each drawing
component is thought of as a leaf element the compositigus stee shown on the
left. Each node of the HDM is the potential recipient of a alrstream which
redefines any parameter that might be there, for exampleiantation transfor-
mation like rotate about an arbitrary axis or a parametérigarp. Typically an
animator will make a series of reference drawings to defieeatttion. An exam-
ple is shown in FigurEZ10 below. Note that these are all breakdoses, at least
4 frames apart so the action covers only 2 seconds. In sones,caarticularly
for figures and heads, it is desirable to make a series of digmendent studies,
for a standing human figure at 4&ngles all round and horizontally45° ver-
tically (and optionally views from above or below). Hierhies for these are all
constructed and these give the rendering order for the eltsnoéthe character.

In our system, multiple HDMs for the same character can y&sl created
by using techniques described [n]10] ahdl[15] or simply keridg a duplicate
of the original HDM. Each HDM corresponds to a specific viewthe# character.
Consequently, a collection of HDMs for the same charactenéahe main set of
entries of an electronic model sheet for that character aneffect, substitutes
for a true 3D model. Using model sheets like this is usualfgred to as 2++D
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Figure 12 Overview of the used brushes necessary for drawing the wghitaces (i.e.
‘scratches’) of different parts of the character depicte&igured (d).

modelling — not 2D but not really 3D either. A collection of B3 essentially
reintroduces some 3D information to the 2D drawings (sear€ld1).

3.4 Masks, Lighting Effects and Shadows on Separate Layers

Besides brush strokes, other elements can be part of a HDMdhis own place
in the hierarchy. For example, if lighting and texturing ded¢o be altered sys-
tematically this can be done by adding another layer and giagdhat layer to
provide the desired effect. This will be exemplified by a dtgstep overview of
building up aCartea Gratter Noireversion of ‘Stalin drinking a cup of tea’ shown
in Figure[l(d), making use of masks and lighting effects.

First, the strokes necessary for drawing the white surfasscratches’) of
different parts of the character are created. These stankagectorial line strings
where a textured bitmap is added. As explained in Se€fio@3f@r the Carte a
Gratter Noire style scanned images of manually drawn strake used. These are
depicted in FigurgZ2.
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(a) (b)

(e)

Figure 13 Drawing of the cup. a) Initial area filled with white stroké&$.Strong silhouette
after applying an invisibility mask. ¢) Result when an ex@hading layer is added. d) The
cup and the cup base are separate layers. €) Compositeatthdtcup and cup base. f)
Final result

Next, the surfaces for the different parts of the charaaterceeated, using a
manually drawn image as a reference. During this phase vierig important to
respect the luminosity of each area. The images of FigUrénd® ¢he creation of
the cup. The other parts of the scene are created in a verasfaghion.

To start the drawing of the cup, an area is filled with whit®le#s (Figure
[[3(a)). The animator does not need to care too much abouthbesttes, but s/he
does have to be careful applying the correct densities wietbe desired dark and
light regions conform to the reference image. Next, an ibilisy mask is added
to ensure the correctness of the silhouettes. These masksidirup from vec-
tors, without any texture association. Each of these madkaMgo have its own
time line and its independent place in the hierarchy treés iBhalso illustrated in
Figure[T# which shows an area of white strokes (a) which isetiinto a dragon
by imposing invisibility masks (b). Finally, when the objdws its silhouette de-
fined (FigurdIB(b)), an extra shading layer is added to duaémthe necessary
contrasts (Figurg13(c)).

In order to add the details of the base of the cup, a new blackdsaund is
needed, over which white strokes are placed. Only that wayrigect separation
between the base and the rest of the cup can be obtained.hdbtalso the cup
itself has a black background, to make it distinguishablemitis placed on top
of other elements, as is shown in Figurek 13(d—e). Turnisg thle general back-
ground to black, we obtain the final result depicted in Figii€). All other parts
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(b) (d)

Figure 14 Example of applying masks and defining lighting effects.rafidl area filled
with white strokes. b) Masks imposed on the drawn strokeshEd them is shown in a
different colour. c¢) Lucid coloured regions marking whegzy layers will be added. d)
Final result.

of the scene are created in a very similar fashion and orgdirisa hierarchy (see
Figurel®).

Similar to traditional animation the animator does needat@ dherself/himself
about lighting and shadowing effects by applying the cdrdamsities to create
the desired dark and light regions. Considering for exartipelragon depicted in
Figure[I#, in this case the animator added some extra lagets ¢btain a hazy
effect (d). These ‘hazy layers’ separate the differentgpand give them a feeling
of depth.

3.5 Manipulating Stylised Drawings

In this section, we will introduce some tools that enablegthienator to manipulate
the drawings on a higher level than altering single brusikss.

We successively implemented a grouping tool, transfowndtols, and defor-
mation tools. Each of these tools can operate on both theendralving and on a
user selected part of the drawing. Existing applicationsipdate drawings on a
per-pixel basis which results in artifacts because the pdated parts are cut out
and then pasted at a new position. In contrast, due to thefuzse\e@ primitives,
manipulations can also be performed on parts of the drawracte. In our case
the manipulation tools (translate, rotate, scale, deforn),only affect the control
points selected by the grouping tool and so the animatordtas tontrol over the
drawing while preserving the continuity and connectivifytokes.

As most transformations are rather straightforward to ennt, we only
highlight the use of locally interpolating subdivision fages on model elementsin
order to realise deformations on the characters to be aadna@he locally interpo-
lating nature allows precise control over the shape of thfiases: the surfaces are
attached to specific parts of the hierarchical models, sa#fermation realised
only affects the control points of the brush strokes tayefégure[Ih shows the
deformation process in action on an airbrushed cat: (afiposig of top level
subdivision surface grid, (b) an additional subdivisiagpst(c) deformation of the
surface and hence the underlying control points of the tacgbrushes (in this
case: those of the left hind leg), and (d) the final deformedite
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Figure 15 Subsequent images of a deformation process.

3.6 Animating Stylised Drawings

In the previous sections (Sectidns]3.3 3.5) we focusétie@modelling and
manipulation of highly stylised drawings. Once the modetgaoperly composed,
the animation phase can start:

(i) the animator has to define keyframes by specifying exéreoses in time;
(ii) all brush trajectories defined by the keyframes are ihdmetweened automat-
ically across intermediate frames, creating intermeditidd/s;
(i) all HDMs (extreme as well as intermediate) are traeerand all strokes are
drawn one on another from back to front.

Regarding the second step two issues need to be addrejslee.dorrespondence
problem should be solved, and (ii) a suitable in-betweeniggrithm should be
employed. This will be explained in the following subsento

3.6.1 Correspondence ProblemThe use of Hierarchical Display Models (HDMs)
to represent various instances (i.e. extreme poses) ofiaydar drawn image also
lends itself to easily find a correspondence between them.

Drawing a collection of HDMs, each depicting a differentwief the same
character, is currently implemented by using similar téghes as described in
[L0] and [15] or simply by altering a duplicate of the origit#DM (see Section
B3). As a result, two subsequent HDMs share a large numbsulgfarts and
attributed elements (e.g., brush strokes), yet have aréliff@rawing order, and so
there is a 1-to-1 mapping between these elements. For thieestwhich have no
correspondences in the next or previous predefined view;ifadnd fade-out is
used in a similar matter to Hayls J11].

Furthermore, as our freeform curve model to represent bstrsfkes is that
of a Bézier chain, the curve control points are what arerpuiated when in-
betweening different instances of the same brush stroke.

3.6.2 In-betweening Algorithm.As we already have a correspondence between
HDMs and a mapping of the shared accompanying elements feugh stroke
parameters), any in-betweening algorithm found in theditere (Sectioir2.2.1)
could be employed.

In the current system, we use a wholly 2D based ‘Moving RefegePoint’-
inbetweenel[10] (based on Reeves’ MRP-inbetweénér [22ky however, lacks
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the vices that Reeves reports. The Coons patch algorithchlus®eeves some-
times contorts when trying to obey cross-boundary conggain the absence of
twist vectors, producing ‘clicks’ in the behaviour. As aukltsinterpolated curves
sometimes fold over in the interior of the patch. This cotidor can only be

controlled by specifying an additional straightforwargfame constraint. How-
ever, Reeves pointed out that it was often necessary tofgpeany more static

keyframes than were wanted when using their version of MRP.

In our implementation, the animator can control the inté&afion between
more than two keyframes with as many moving points as negessady default,
each control point is treated as a MRP. This means we havedd 2Bt patches,
each defining the trajectory and timing between two extreamés. At run-time,
interpolated versions of the patches are created so the M&Rst necessarily fol-
low the exact paths defined by the patches but instead camfalh intermediate
path. As a result, our MRPs do not necessarily pass throlgefied keyframes
and hence ‘clicks’ are eliminated in the animated sequence.

4 Stepsto Real Footage

In this section we describe the data path to be followed taterhighly stylised
animations by incorporating real footage.

4.1 Overview

Besides freely drawing extreme poses/frames starting fidmeank canvas, our
animation system also includes the possibility to createeexe poses by incor-
porating scanned drawings or real images depicting extremses. During the
modelling stage the animator is also free to stylise specéieeas of the pho-
tographs using for instance standard drawing or imagenggditiols in order to
create stylised animations of photographic material.

Figure[I® depicts a schematic overview of the main partsefiita path.

4.2 Modelling Extreme Poses

Starting from incorporating a real image, depicting oneexe pose, the animator
can define mesh structures over certain image parts thaindnteresting infor-
mation. In fact these meshes can be grouped/layered tagettiee usual way in
a drawing hierarchy such as the Hierarchical Display MoH&IN).

So, the animator first creates one or more initial mesheadusibdivision
surfaces) for only one image, corresponding to one extreaned. This is shown in
Figure[IT(a). Then, other extreme frames are created bygocating new images
(each depicting another extreme pose) for which the aninuetly has to modify
a copied instance of the initial meshes (see Figlrks 17(bAs) result multiple
HDMs can easily be created, where each HDM corresponds tedifispview.
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Figure 17 Real images depicting extreme poses of a human face, shawiomé superim-
posed mesh structure.

4.3 Animating Stylised Drawings

Once all extreme frames are properly composed, the animpliase can start:

(i) the animator has to define keyframes by specifying ex¢reoses in time;
(i) all corresponding meshes imposed on the keyframes arpad [2] to each
other automatically across intermediate frames, creatiegmediate HDMs;
(i) all HDMs (extreme as well as intermediate) are traeerand all image parts
are drawn one on another from back to front.

Regarding the second step, the correspondence problem-dratvweening algo-
rithm are handled in the same way as mentioned in Seciidn 3.6.
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5 Examples

In the following subsections several ways to animate areudsed: pose-to-pose
animation, step-ahead animation, and performance-damgnation.

5.1 Pose-to-pose Animation

Drawing or setting up key poses followed by drawing or cregatn-between im-
ages is referred to as pose-to-pose animation. This is gie bamputer keyframe
approach to animation and is excellent for fine-tuning, igniand planning out
the animation ahead of time. First, the animator starts débeloping/planning
the extreme poses of the characters in the modelling phasd, bihce the ani-
mator has created the extreme frames, s/he only has toggegifames. Finally,
the automatic in-betweening method comes into play andrgéssethe desired
animation.

The pictures in FigurE_19 display an airbrushed cat stattingun. For the
animation of the cat the different extreme frames (aboutv@®e created using
the subdivision free-form deformation tool. Afterwardgsp-to-pose animation
was used to in-between these keyframes. The backgroundidadkground. For
the airbrushed mice flying on a paper airplane (Figule 20)ab®extreme frames
were used. 20 extreme frames were involved to create thedBeitsmulation of
waving flags as shown in Figuel22.

Note that the complexity of the animation involved deterasilmhow many ex-
treme poses have to be provided by the animator and thus hak ofuthe in-
betweening is left to the system.

5.2 Step-ahead Animation

In straight-ahead animation the animator draws or sets jgrtshone frame at a
time in sequential order until the sequence is completehigway there is one
drawing or image per frame that the animator has setup. fhsoach tends to
yield a more creative and fresh look but can be difficult toetioorrectly, and
tweak. Our system supports straight-ahead animation byngaise of the subdi-
vision freeform deformation tool (see Sectlonl 3.5) whichniés the simultaneous
control of many MRPs. By moving the control points of thisltthee deformations
for each key frame are created. This tool allows the samedmeand complexity
of movement as traditional 2D animation, but with the addi¢hatage that only
the animation for the key frames needs to be drawn while tteerimediate frames
are interpolated automatically.

The images of Figure18 show how a subdivision mesh is useldaoge the
shape of the cup, creating the effect that its perspectisagbs while it moves.
The use of the tool starts by placing a mesh over all elemenisifg the cup.
The mesh is usually taken a little bit too large to be sure atsdrol points that
are not directly visible are also included. Then, all okgentthe hierarchy which
are part of the cup (including the masks) are selected tegetith the just created
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Figure 18 Example of step-ahead animation employing the subdivifiee-form defor-
mation tool.

mesh. Now everything is ready to do the deformations by aatidrely moving the

control points of the mesh. Following the imported refeedawings, the control
points are moved such that the cup gets the desired form éoy &ey frame. Note
that also the perspective view of the cup changes, also makebottom of the
cup being visible in some frames and not in others. The cupisfaithful to the

2D reference drawings, even if such deformations would @ssible for a 3D
object. The same process is repeated for the different pbitte Stalin character.
Some snapshots of the final result are shown in Figdre 26.

Figure[Z1 shows that it is also possible to control the mowerné scraper-
board rendering both within a shape and around it in a coth@ray. For thisCarte
a Gratter Noireanimation only step-ahead animation was employed as cample
movements are involved: rising smoke transforming itself an evanescent crea-
ture.

The pictures in FigurE24 display a running man drawn in agbasgle.

5.3 Performance-driven Animation

The example shown in Figufg]23 depicts an animation of a hufiaaa which
was integrally driven by externally gathered facial motaata. After processing
the facial motion data and generating a HDM for each frame athimation was
rendered in a crayon style. Note that for this animation wibdemtely introduced
a ‘shower-door’ effect by superimposing a paper-like stices on the canvas. We
believe this ‘shower-door’ effect would be the case as wéléwcreating a real
physical chalk animation. In addition, the paper textureldd®e animated as well
thereby mitigating the shower-door effect to some extent.

For the sequences shown in Figliré 17, 27 images, depictiegt?dme poses,
were used. These consist of 9 view-dependent versions) f@k@ultaneously)
from various view points. In addition, for each view-depentersion, 3 versions
depicting different expressions have been employed astesth HDM itself con-
sists of 15 meshes. Note that for the bottom row, specifiedsawéthe input pic-
tures were first stylised during the modelling stage, itatitg the possibility to
create stylised animations of photographic material.
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6 Conclusions

In this paper we introduced techniques and tools to drawjpoéate and animate
new forms of stylised animation in computer assisted anangiroduction. We
focused on realising highly rendered styles which are palgrly difficult (if not
impossible) to animate by traditional means including thiebrushed’ style, the
scraperboard (‘scratched card’ @drte a Gratter Noiré€) style, the ‘watercolour
/ gouache’ style, pastel, and the ‘crayon’ (chalk) styleatidition, we described
the data path to be followed to create highly stylised animnatby incorporating
real footage.

The introduction of the physical simulation of materialshmiut reference to
3D models has many implications for animation. It is apptifeat the production
values of 3D animation can be approached if desired or thbgsstitterly unlike
3D, yet relying and retaining complex textures and stregpcan be handled quite
stably. While this has a direct commercial value, makingsfide many projects
which were not possible before, it has a wider value in noy @tibwing styles
which artists have wanted to use in animation for a long tinealtso to allow ef-
fects deemed impossible before, acetates which ‘take’nasliur or ink washes,
etc. Many strip cartoon styles, which often have quite hggiality artwork in them,
imaginatively if unrealistically staged, have been thaughanimatable precisely
because of the problem of frame-to-frame stability. No Emg

Discussion. Traditional brush strokes are pixel based and so can besalipime-
diately which is a cheap operation in terms of processingguolighly rendered
strokes, on the other hand, are based upon curves whichtatktéituser input in
real-time. As a reference to the geometry of the strokei®dt they can be an-
imated easily and the brush properties can be changed lateate applied. One
issue with highly rendered strokes, however, is the highdt which makes the
real-time requirement for the drawing process difficult¢biave without graphics
acceleration.

The tools and techniques described also create differgra wfdooking, at the
digital tools (created by engineers, but destined to be hgaghimators, artists and
illustrators), at the rigidity of configuration of certaiigdal ‘traditions’ inherited
from 3D (the timeline, for example), as well as at the releeaaf certain funda-
mental working practices that require a rather laborioysemticeship. Moreover,
these techniques also point to abundant and fruitful expbsbetween software
engineers and artists in an attempt to find solutions to thaseus problems.

Future Work. We have limited ourselves in this paper to the issue of charac
drawing and backgrounds only where it has been a matter dererg style and
supporting it. Composition is an equally important compudre the model and
we will be returning to this topic to do it proper justice ineloourse. The reader
should be thinking about simulation of the acetate staak stparation of colour
and illumination, and all the many effects which a Rostrummega is capable of
with real physical materials.
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Also to be fair to 3D NPR techniques, there are aspects dfitigland propor-
tion that 3D models can give which are difficult to imagine fian-skilled artists.
In the future we want to explore the suitability of a systemttbombines the 2D
capabilities of our system with 3D shading results shown aisaal reference
only.
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Figure 19 Airbrush - animation of an airbrushed cat starting to run.

Figure21 Scraperboard - rising smoke transforming into an evanéstragon.

Figure22 Gouache - excerpt of a sequence depicting waving flags.

Figure 23 Crayon - some snapshots of an animated sequence of a hunean fac
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Figure 24 Pastel - animation of a running man.

Figure25 Some snapshots of an animation starting from real footagethé bottom row,
specified areas of the input pictures were first stylisednduttie modelling stage.

Figure26 Scraperboard - Stalin character having a cup of tea.
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