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ABSTRACT

Networked Virtual Environment technology has
pushed the boundaries of a number of currently popular
applications on the Internet. On-line virtual communities
and large-scale on-line games are representative examples
of the commercial appeal of the research in this area.
However, these applications have not yet made it into the
mobile ‘scene’. In general, when analyzing the current
market for mobile applications, the type of applications
that can be distinguished is twofold. On the one end,
existing applications, already in use on wired networks, are
being extended to include mobile devices as deployment
platform. On the other hand, entirely novel applications,
targeted specifically towards some of the peculiar aspects
of mobile use, have seen the light of day. Deploying
networked virtual environments (NVEs) on mobile devices
should be considered an opportunity to mix these two
application types. In this paper, we will show how NVE
technology can be extended towards mobile use while re-
taining backward compatibility with fixed network setups
We will also offer some insight on novel applications of
NVEs on this newly targeted platform.
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1 Introduction and related work

In recent years, we have been witnessing an explosive
growth in the number of commercially deployed Net-
worked Virtual Environment (NVE) applications. This
is especially true in the field of computer entertainment
considering the popularity of Massive Multiplayer On-line
Role-Playing Games (MMORPGs) [3] and the Virtual In-
teractive Communities [11][23]. Subscription numbers
vary from a few hundred to several thousands, turning it
into a major source of revenue for publishers and dot-com
businesses alike.

The same growth can be observed in the field of mo-
bile devices, especially mobile phones. Simple applica-
tions on these devices have shown to be able to yield major

profits for providers, e.g. Short Message Services (SMS),
ringtone downloading and tele-voting on quiz shows. Most
of these applications are in fact fairly simple to implement
on an existing network architecture.

Some effort has been put into providing networked
virtual environment technology to mobile device users.
In this context, we should mention the graphically sim-
ple games that are currently available on mobile phones
and personal digital assistants (e.g. Mission 3D [8] and
Badlands [24]). These examples all rely on ad-hoc Blue-
Tooth short-range communication networks as underlying
network technology. While these examples do allow for
a number of players to participate in a single virtual envi-
ronment, they can not be regarded as serious fully-fledged
NVE applications. This is primarily due to the fact that
they only support a limited number of simultaneously con-
nected users and, secondly, are targeted towards a very spe-
cific type of mobile device.

A more serious effort was made this year by Sega
with Pocket Kingdom [22], which is referred to as the
worlds’ first MMORPG suitable for deployment on a spe-
cific type of mobile phone (the Nokia N-Gage gaming
deck). The N-Gage Arena service [15], as Nokia calls it,
provides for users to participate in world-wide on-line gam-
ing through a GPRS connection. This is combined with
a web-based service that provides tracking of the activi-
ties/skills/experience of each single user. The popularity of
this type of application on mobile devices remains, as of
yet, to be determined. However, a seriously limiting fac-
tor for potential customers is the fact that these games are
limited to mobile-phone use only (and, in fact, only those
of the Nokia brand). Should applications, such as World
of Warcraft [3], which has proved to be immensely popular
in previous months, be playable on a mobile platform, it is
likely that they will provide an even deeper immersion in
the on-line virtual environment of the MMORPG.

In this paper, we will discuss some of the network-
ing issues and problems to be resolved in connecting both
wired and wireless devices to the same large-scale net-
worked virtual environment application. Therefore, we will
consider the extension of our in-house developed NVE ar-
chitecture. For a general introduction to the architecture,
we would like to refer to our previous work in [9], [10] and



[17].
This rest of this paper is organized as follows : Sec-

tion 2 provides a short introduction to the wired-only ver-
sion of the NVE architecture. In Section 3, we will pro-
vide, in general terms, some of the underlaying networking
technology needed for mobile access to NVE applications.
Section 4.1 discusses the easiest and most obvious way of
extending the architecture to allow for wireless mobile de-
vice access. In Section 4.2, we will discuss a solution for
long range access to an existing NVE. Section 4.3 extends
on this solution by including mobile mini-lans, providing a
more general architecture that sets off some of the limita-
tions of the previous approaches. Section 5 provides some
conclusions and pointers for future work.

2 Wired NVE access

To clarify some of the decisions made in the process of ex-
tending the framework towards mobile access, as described
in this paper, we will provide a short overview of the archi-
tecture of the ALVIC framework in this section. For more
detailed information, we would like to refer to the more de-
tailed descriptions in [9], [10] and [17]. It should be noted
that the primary goals taken under consideration when de-
signing the framework were scalability, adaptability and
extensibility. As all of these features have their repercus-
sions when considering mobile access, we will describe
them in some more detail in the following paragraphs.

According to the philosophy of the system, the entire
virtual world is divided into a number of regions, each of
which is associated with its own unique IP multicast ad-
dress. The system only requires a client to send data to the
multicast group of the region it is located in at each given
time. To determine which data to receive, we have em-
ployed the concept of an Area-Of-Interest (AOI). At each
given time, the area of interest contains a list of multi-
cast groups that are of ‘interest’ to the users, e.g. are in
his/her line of sight. Depending on the regions that are in
a clients AOI, multicast groups are joined and left as the
client moves around the world. This way, we achieve a
highly scalable system in which clients can easily adapt the
incoming data flow depending on available bandwidth or
processing power. Reduction of downstream bandwidth is
achieved by scaling down the number of subscribed multi-
cast addresses. Distribution of action data in this scheme
is automated and does not require any server intervention.
It is important to note that the upstream bandwidth use of
any given client is never influenced by the active number of
clients in its AOI. The architecture as presented here was
extensively tested for its scalability properties, and yielded
satisfactory results. Results of the different testing strate-
gies and scenarios can be found in [19].

The architecture includes a server setup that can be
considered minimal compared to a client-server based sys-
tem. On the one hand, the master servers take care of
accounting, administration and forwarding. On the other
hand, the game servers are responsible for tracking the pool

of multicast addresses associated with world regions and
informing the clients of those addresses when requested.
This setup is easily distributable because of the light load
posed on each of the servers, combined with the fact that
the ‘world’ is, by nature of the architecture, already divided
in a number of regions.

The extensibility of the framework comes into play
when data streams other than pure positional/state informa-
tion were added to the architecture. In this case, we added
the ability for inter-person communication using ‘video-
based avatars’. These representations of the users in the vir-
tual world consist of a generic geometrical form, on which
a grabbed camera image of the individual user is displayed
in real-time.

As soon as large-volume, high-bandwidth requiring
data streams such as audio/video were introduced into the
system, the need for adaptability became clear, as not all
clients were able to transmit and/or receive data from all
clients in the virtual world. We adapted the original ar-
chitecture to include ‘video area of interest’ managers that
were able to decide autonomously what streams to accept
and reject. We chose to let each video client transmit
his/her video streams in three different qualities, each to
a separate IP multicast group, associated with a region in
the virtual world (as in the original architecture for po-
sitional/state information). By subscribing to a specific
set of multicast regions, according to the available down-
stream bandwidth, optimal use of the downstream link can
be achieved. At the same time, the upstream link does not
have to cope with bursty traffic, as the number of viewers
does not affect the upstream bandwidth requirements. Test
results of these additions are described in [16] and [18].

3 Networking Technology for Mobile Access

Almost all current PC based network applications are based
on the IPv4 protocol stack. While this has, and will for
some years, suffice for most applications, a gradual switch
to IPv6 is anticipated in the near future. The need for
this migration is clear when considering the fact that even
the smallest of devices will be connected to some net-
work or another (most likely the Internet) [2]. Besides
the greatly enlarged address space, IPv6 also features ex-
tensions over IPv4 that make it suitable for deployment
on mobile platforms, such as provisions for roaming and
handovers [6][25]. Mobile extensions for IPv4 have been
devised [1], but will probably be made superfluous by the
advances made in the IPv6 protocol stack. Most of the re-
search into mobile applications is based on these next gen-
eration protocol stacks [12][20]. Wired networked appli-
cations are based on the fact that computers are station-
ary devices and can therefore rely on the assumption that
they have a fixed and permanent connection to the net-
work/Internet through a single uplink. These facts are no
longer true when considering the context of mobile devices.
The traditional fixed connection is replaced by a contin-
uously changing network layout, introducing all sorts of



Figure 1. Existing Architecture for wired NVE access

anomalies such as packet loss, unpredictable delay/jitter
values, temporary loss of connection, There may even no
longer be a direct uplink to the Internet as such; moreover,
a device may have to dynamically interconnect with other
devices in its neighborhood in order to find a route to its
destination. This creates so-called ad-hoc networks, which
has been a major research topic in the last few years [14].
Special interest has been given to packet routing in these
networks [21].

While multicasting was available for IPv4, its im-
plementation and market penetration was not a great suc-
cess. Many of the early network devices did not even
have built-in support for multicasting. Even today, there
are many practical issues to be overcome when deploying
a multicast-enabled application on the Internet. Routers
may block multicast traffic on specific addresses, firewalls
will not allow users to join multicast groups by blocking
IGMP (Internet Group Management Protocol) traffic, Eth-
ernet switches may have support for IGMP snooping but
for older versions of the protocol only, etc... Multicast ex-
tensions for mobile IPv4 are even more cumbersome [5].
Instead of using a separate address range, IPv6 incorpo-
rates multicast as an inherent part of the addressing scheme,
which allows for a much greater range of possible multicast
groups to be supported. Modern hardware that supports
IPv6 also has provisions for multicast built-in, a turnover
that is triggered by broadcasting companies that wish to
distribute e.g. television programs over IP based networks.

4 Architectural Extensions Towards Mobile
Access

New technologies such as 802.11 WLAN [7] and Blue-
Tooth [4] are replacing the traditional Ethernet protocol for
wired networks. These technologies are being integrated in
a wide range of mobile devices such as PDAs and Smart-
Phones. In the following subsections, we will look into
possible extensions of our existing wired NVE framework
to enable access for mobile clients using these kinds of de-
vices.

4.1 Extensions for short-range mobile access

The most obvious way of extending the existing architec-
ture (see fig 1) towards mobile access is depicted in fig
2. A number of wireless access points, each connected

Figure 2. Extended architecture for short range mobile ac-
cess

Figure 3. Proposed architecture for long range mobile ac-
cess

to the LAN, forward traffic over a wireless connection to
the mobile devices. While this seems an obvious approach
to tackle the connectivity problems, there are some issues
to be resolved. First of all, bandwidth, and more specif-
ically throughput, over a wireless (radio) link is limited
when compared to a Fast Ethernet LAN. This leads to prob-
lems when dealing with an NVE in which a large number
of users are employing video-based avatars. These issues
can, up to a certain degree, be dealt with in a relatively
straightforward fashion. As the framework makes use of
multicast for distributing both event and audio/video data,
we can already filter out a great deal of unnecessary traffic
at protocol layer 2 (link layer). The majority of manage-
able ethernet switches nowadays are able to ‘snoop’ multi-
cast traffic that is sent over the wire. This is accomplished
by eavesdropping on the IGMP traffic that is communi-
cated between clients. By intercepting both multicast ‘join’
and ‘leave’ messages, a switch is able to determine what
groups should be forwarded over each of its links. If such
a multicast-enabled switch were to be used to connect each
of the access points to the wired LAN, a large number of
users may be connected directly to the multicast-enabled
LAN. The major downside of this approach is the limited
range of these WLANs.



4.2 Enhanced architecture for long-range
mobile access

To enable mobile access to NVE applications over truly
large distances, a number of connection methods should
be considered. At short range, WLAN 802.11 would be
an obvious candidate if such an infrastructure is at hand.
In other cases, a GPRS or similar connection may be the
only way for a mobile device to connect to the virtual envi-
ronment. It should however be clear that in these cases, it
is exceedingly difficult to provide users with a view of the
virtual environment comparable to the one that is available
when connected directly to the multicast-enabled LAN.

This is why we propose to insert an intelligent proxy
at the edge of the LAN which provides a number of services
specifically targeted towards mobile users. The resulting
architecture is depicted in figure 4.2. In case of the sample
NVE architecture, we envision the proxy fulfilling two ma-
jor tasks. First of all, the proxy should act as a multicast-
to-unicast gateway for remote mobile clients. As there is
very little support for multicasting in the Internet at present,
traffic being sent on the multicast-enabled LAN should be
forwarded towards each remote mobile client through uni-
cast connections. However, simply duplicating all multi-
cast network traffic that resides on the LAN does not scale
well with a growing number of connected users, neither is
it suited for low-bandwidth connections such as GPRS. For
these reasons, we believe the proxy should have an exten-
sive knowledge of both the application it is serving as well
as the network infrastructure. Based on its compound ap-
plication and network awareness, the proxy can then intel-
ligently decide which multicast traffic should be unicasted
to each individual remote client.

Secondly, we envision that the proxy will also be act-
ing as a transcoder of audio and video streams sent out by
wired users. Clients connected directly to the LAN will
most likely be exchanging high-quality audio and video
streams whose bandwidth requirements by far exceed the
available throughput of a long-range wireless link. The
proxy should therefore be able to transcode multimedia
streams in real-time to lower-quality versions that better
fit the bandwidth limitations imposed by wireless connec-
tions. Again, the proxy’s application and network aware-
ness will play an important role in deciding which mul-
timedia streams should be transcoded and to what quality.
However, the capabilities of the mobile device the multime-
dia stream is destined for should also not be neglected when
making transcoding decisions. For example, it is pointless
to send a high resolution encoded video to a mobile phone
user due to the limited screen size of these devices. As
a result, the proxy should also gain device awareness by
gathering information regarding the capabilities of client
devices.

To summarize, it is the responsibility of the proxy to
offer mobile users a maximal Quality of Experience (QoE)
without ever exceeding their available downstream band-
width. To achieve this goal, the proxy will have to in-

Figure 4. Proposed architecture including Bluetooth-based
short-range mini-LAN

telligently limit the data flow towards mobile clients and
transcode multimedia streams to lower qualities as needed.
For a more detailed description of our proxy solution, we
would like to refer the interested reader to [13].

4.3 Ad-hoc enhancements for mobile mini-
networks

As detailed above, placing an intelligent proxy at the edge
of the multicast-enabled LAN, combined with WLAN and
GPRS mobile connectivity, enables access to the NVE ap-
plication for a large number of devices. However, there
are still some that may not be covered due to, for exam-
ple, lack of availability of long-range radio functionality in
devices. Our third proposed extension to the architecture
tries to solve some of these issues by using ad-hoc network
technology between mobile devices in close neighborhood,
forming local meshes.

In this scenario, a powerful mobile device will per-
form part of the proxy functionality that was described in
section 4.2. By maintaining BlueTooth connections be-
tween this device and each of the clients in its vicinity, we
will be able to transmit the necessary data over these short-
range wireless channels, forming a local mesh or virtual
mini-LAN (see fig 4.3). The ‘mobile proxy’ is responsible
for providing the uplink to the rest of the network, either
through a GPRS or WLAN connection. In the case of a
GPRS connection, the available bandwidth is severely lim-
ited, so the mobile proxy should instruct the fixed proxy
to discard all video streams at the edge of the multicast-
enabled LAN, leaving only the positional and state infor-
mation available for the mobile clients in range of the mo-
bile proxy.

Given the roadmap for BlueTooth development pre-
sented in [ref], we may even consider passing video
streams along the ad-hoc BlueTooth network when a
high-bandwidth WLAN uplink is available. This can be



achieved because multicasting data along BlueTooth con-
nected hosts will be supported for up to 7 devices. Some
caution is needed however, as the achievable data rates are
currently unknown due to lack of available hardware.

5 Conclusions and future work

We have presented three different strategies to extend ac-
cess to networked virtual environments towards mobile de-
vices. The first scenario makes use of existing hardware
and software to achieve limited range accessibility, by sim-
ply adding wireless access points to a switched LAN setup.
While easiest to implement, this scenario has a range of
drawbacks, which is the primary reason why the second
scenario, the inclusion of intelligent proxies in the net-
work, may be seen as a more complete solution to the prob-
lem. It not only enables longer range communications but
also adapts streams for each specific client to accommodate
those with lower-bandwidth links (such as GPRS). Finally,
the third strategy looks into the near future with the propo-
sition of mobile mini-lans that form in an ad-hoc fashion.
This enables both transmission of data between users (as
in a wired LAN setup) and enables connectivity to wired
networks using mobile proxies.

The first two proposed strategies are currently imple-
mented into the ALVIC architecture and scalability is being
tested. The load on the intelligent proxy while transcoding
streams for a high number of users is of particular interest,
which is why measurement test are being undertaken.

The third strategy, incorporating mobile proxies and
mini-lans will be added in a second stage. Because multi-
casting on bluetooth communication channels is unavail-
able in current hardware (but foreseen in the bluetooth
roadmap), we will resort to simulations for this type of
setup.

Besides the positional, state and audio/video traffic,
there are some other streams present in a networked virtual
environment, which were not discussed in this paper. These
consist primarily of geometrical and/or animation-related
information. Work is currently undertaken to analyze this
traffic and adapt it for use on mobile devices.
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